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Abstract Mobile ad hoc sensor networks often need cooperation—sensors working together to
achieve their common goal. How does cooperation help mobile autonomous sensors
position themselves in effective locations? This paper uses mathematical simulation to
study this question about sensor deployment and efficiency. The goal is to distribute
sensors over a region of interest in the plane in a balanced way to ensure uniform
coverage and equalized load. This paper generalizes an algorithm for accomplishing
this in a distributed, cooperative, computationally efficient manner, while also allowing
for a generalized notion of balance for nonhomogeneous zones and variable-capable
sensors (i.e., some zones are more important than others and some sensors are more
capable than others).
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1. Introduction
The Army’s critical operational entities and networks consist not only of humans and sol-
diers, but also of unmanned systems (machines, computers, robots, and sensor networks).
One of the fundamental ways that entities like mobile sensors cooperate with one another
is by geometric movement and positioning (Arney and Peterson [1], Arney et al. [2, 3],
Wang et al. [14]). For example, sensors deployed in surveillance of a region may be assigned
zones of equal area to monitor, units in a military force may be assigned sectors of equal
area to control, or satellites may be distributed in order to observe the entire battlespace.
In such cases, the assigned areas may need to shift as the situation changes. We call these
equidistribution scenarios. As the dynamics of the situation unfold and some entities move,
withdraw, or enter the space, other entities cooperate by adjusting their geometric positions
to maintain the balance of assigned areas. The sensors are assumed to operate autonomously;
there is no control mechanism for positioning all sensors, and each sensor may only be able
to communicate with a few nearby sensors. A natural consequence of this equidistribution
process is a static sensor positioning algorithm that provides balanced area coverage for
effective surveillance operations.
This paper generalizes an existing algorithm and cooperation framework for autonomous

sensor movement and location within a prescribed region through geometric equidistribu-
tion in both static and dynamic situations (Arney et al. [2, 3]), and tests the generalized
algorithm’s performance in a simulation environment. As the algorithm runs, each sensor
cooperates by moving to balance its area of responsibility, essentially moving from densely
deployed areas to sparsely deployed areas in an iterative manner. The algorithm studied
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in this paper was introduced for homogeneous sensors and regions in prior work (Arney
et al. [2, 3]). This paper extends the results to the nonhomogeneous case. The algorithm can
accommodate sensors with varying capabilities (longer range or more robust performance)
and selected regions with higher priorities that need denser sensor coverage. There are many
other considerations for sensor network performance, such as communication, stealth, energy
consumption, individual sensor performance, obstacles, and maneuvering restrictions (Frank
and Römer [7], Kang and Golay [8], Meguerdichian et al. [9], Mulligan and Ammari [10]).
These performance criteria are not directly addressed in this paper, although the results
could be extended to include these other criteria within the cooperation framework.

2. Geometric Equidistribution

2.1. Area Equalization
The central question of this paper is how to autonomously position n sensors in a polygonal
region in a “balanced” way. The notion of balance depends on the Voronoi partition of the
polygonal region determined by the sensor locations; the partition yields an assignment of a
sensor-region to each sensor, comprising the points closer to that sensor than to any other,
and an optimal algorithm positions the sensors so that each sensor has the same area to cover,
which we call an equal-area division (Peterson [12]). In an autonomous (cooperative) equidis-
tribution algorithm, the mobile sensors “sense” their situation and move autonomously in
an attempt to balance the areas of their assigned sensor-regions. The algorithm determine
how close the final division is to an equal-area division.
There are some classic static algorithms that try to use established shapes (triangles,

polygons) to divide a region (Ben et al. [5], Snyder [13]). Other approaches use Voronoi
diagrams centered around various points in the region, similar to the approach used here
(Ohyama [11], Snyder [13]). Still other algorithms provide sensor locations or metrics for
special geometric cases, but do not have the flexibility or utility of these new algorithms
(Aurenhammer [4], Butler et al. [6], Kang and Golay [8], Meguerdichian et al. [9]).

2.2. Metrics
We examine the performance of equidistribution algorithms as follows. Initially, the sensors
are dispersed at random within a prescribed polygonal region. A Voronoi diagram is used to
assign each sensor a coverage area consisting of those points closer to it than to any other
sensor, as in Figure 1. The algorithm is then iterated several times, simulating a dynamic
scenario in which the sensors move simultaneously according to their algorithms, seeking to
reduce the imbalance in assigned coverage areas. Metrics are computed to determine how
successful (near equal) the sensor distribution is over time.
The following performance metrics capture average deviations of the coverage areas from

the mean area; the deviations are normalized with respect to the total area. Let i= 1,2, . . . , n
denote the sensors, let A1,A2, . . . ,An represent the areas of the sensor-regions, and let Ā
represent the mean of these areas. We track three normalized measures of deviation:
(1) The maximum deviation from the mean, as a ratio with mean sensor-region area:

maxi |Ai − Ā|/Ā.
(2) The mean deviation from the area mean, as a ratio with mean sensor-region area:

(1/n)
∑ |Ai − Ā|/Ā.

(3) The average of the mean-squared deviations as a ratio with the square of the mean
sensor-region area: (1/n)

∑ |Ai − Ā|2/Ā2.
We also track a utility score measuring the total deviation of all sensors from the mean.

Each sensor contributes at most 1 to this metric, so that a maximum value of n corresponds
to an equal-area division. In prior work, this utility metric was used to provide a quantitative



Arney, Arney, and Peterson: Sensor Deployment Through Geometric Cooperation
12th INFORMS Computing Society Conference, c© 2011 INFORMS 189

Figure 1. Polygonal region divided into sensor-regions based on the random locations of 50 sensors.

Note. This partition has poor utility metrics because the largest assigned area is over three times larger
than the mean area.

basis for comparing the cooperative value of various algorithms (Arney and Peterson [1],
Arney et al. [2, 3]).

2.3. Algorithms
The algorithms go into effect when the sensors determine that they are not in balance, in
terms of equal areas of responsibility. Similar to the three algorithms in Wang et al. [14],
the sensors move to equalize the areas using only local information, such as the distance to
neighboring sensor or the areas of neighboring sensor-regions (a sensor’s neighbors consist
of the sensors assigned to each adjacent sensor-region). Each sensor seeks to move in a way
to reduce the imbalance.
Prior work introduced two algorithms that do this balancing well (Arney et al. [2, 3]). In

the first algorithm, called the largest-neighbor algorithm, each sensor moves a fixed distance
toward its neighbor whose sensor-region has the largest area, in an attempt to increase its
own area and decrease its neighbor’s area. In the second algorithm, called the weighted-area
algorithm, each sensor moves in a direction found by weighting the differences in its area and
its neighbor areas. If the sensor has sensor-region area Ai and position �xi, and its neighbors
(comprising the set N(i)) have sensor-region areas Aj and positions �xj , then the entity will
adjust its position by

γ
∑

j∈N(i)

(Aj − Ai)
�xj − �xi

‖�xj − �xi‖ ,

where γ is a constant nonnegative parameter. This is equivalent to gradient-based local
optimization of the function

∑
j∈N(i)(Aj −Ai)(�xj − �xi).

2.4. Equidistribution Platform
A Java application called Equidistribution Platform was developed to run the simulations,
using the Blaise mathematics and visualization Java library (Peterson [12]). The applica-
tion allows interactive manipulation of the initial polygonal region, the number of sensors,
the sensor capabilities (there may be different kinds of sensors), and the geometric priori-
ties for zones of differing importance or sensitivity. Once the initial system is established,
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Figure 2. Java-based simulation platform for studying geometric distribution algorithms.

the platform generates points at random within the region and displays the corresponding
Voronoi partition. The user may select and run an algorithm, watch the movement of sen-
sors, and monitor the metrics of the simulation. An image of the platform interface is shown
in Figure 2.

2.5. Algorithm Convergence
Figure 3 shows a sample converged sensor network (50 sensor-regions of nearly equal area)
found by iterating the weighted-area algorithm for the initial geometry and sensor positions
in Figure 1. This positioning has a normalized maximum deviation of 0.006, a normalized
mean deviation of 0.002, and a normalized mean-squared deviation of 0.002. The utility score
is 49.937 out of 50, showing a near-perfect balance in the coverage areas of the 50 sensors.
These performance data are typical for the weighted-area algorithm with a simple convex
region and homogeneous sensors. Based on experimental evidence, with 100 sensors the
normalized mean deviation converges to zero at about order t−0.8, where t is the iteration.
(Thus, if the initial value of the normalized mean deviation is M , then after t steps it is
approximately Mt−0.8.) The largest-neighbor algorithm also performs well, but does not
exhibit the same kind of robust convergence (Arney et al. [2, 3]).

2.6. Weighted (Prioritized) Regions and Variable Sensor Capabilities
Algorithms and metrics based on sensor-region areas can be generalized to a wider range of
scenarios. First, the concept of “region” can be generalized from a homogeneous polygon to a
heterogeneous compact region of the plane; the Equidistribution Platform allows the user to
define one main region R and several “zones” Z1,Z2, . . . ,Zk of varying priorities within the
region. The region has a single priority P , and each zone Zi has priority Pi. The priority of
an arbitrary point x within the region is defined to be p(x) = P +

∑
i∈Z(x) Pi, where Z(x) =

{i: x ∈ Z}. The priority-weighted area of a subset S of the region is A(S) =
∫

x∈S
p(x)dA.

The priority-weighted area assigned to a sensor i is A(Si), where Si is the sensor-region of i.
A key observation in this paper is that a sensor’s priority-weighted area works just as well
as the sensor-region area in the algorithms and metrics discussed previously. The revised
goal of the sensor network is to equidistribute the total priority-weighted area A(R) of the
region among all the sensors in the scenario.
Similarly, the algorithms and metrics generalize to variable sensor capabilities. Sensors

with greater capacity should pick up a proportionally greater share of the load. Let qi be a
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Figure 3. Sensor locations computed using the weighted area algorithm, with 50 sensors arrayed
in locations to produce equal areas of responsibility.

capacity parameter defined so that the ability of a sensor i to cover an area is proportional
to qi. Define the adjusted priority-weighted area assigned to a sensor i to be A(Si)/qi.
These two modifications impact the goals of the equidistribution algorithm: now the

system seeks to equalize the quantities A(Si)/qi for all the sensors. If these values are all
equal, then their sum is A(R)/

∑
i qi, the priority-weighted area of the region divided by the

total sensor capacity. This is the target area for the scenario. Conveniently, the algorithms
described previously can also be applied using the target area in place of the mean area,
and the adjusted priority-weighted area of a sensor in place of its actual area.
When the simulations converge, sensors in high-priority zones are assigned smaller actual

areas (to equalize the weighted areas), and sensors with larger capacities having proportion-
ally larger actual areas. The simulation results described in §3 include scenarios with areas
of different priority and sensors with different capabilities. Recall that variable capabilities
and priorities do not affect the maximum utility score, which is always equal to the number
of sensors in the network. Each sensor contributes a maximum score of 1 when its weighted
coverage area is equal to the target area. A sensor’s score is reduced by the percent that it
misses that target, either above or below the target score.

3. Applications
We present six simulations that show the performance and flexibility of the weighted-area
algorithm and explain the attributes of the simulation platform.

3.1. Simulation 1—Satellites
One (very) mobile sensor application is the positioning of satellites over the earth so that
each covers an equal area. An example of the weighted-area equidistribution algorithm used
to distribute 10 and 25 satellites over the coverage region of New York State, starting from
random locations, is shown in Figure 4.
The dynamic nature of the algorithm enables the satellites’ positions to be autonomously

adjusted as satellites are incapacitated or added to the region. For example, programming
the satellites with the weighted-area algorithm would allow each satellite to alter its own
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Figure 4. Result of the converged weighted-area algorithm distributing 10 (left) and 25 (right)
satellites over New York State.

Note. Initial distributions are random.

coverage area in response to a change in the operability or coverage of a neighbor. This
would be done autonomously by the satellites and would not require an outside central
controller to recalculate the necessary coverage and then program each satellite to move to
a new designated location.

3.2. Simulation 2—Zones of Higher Priority
In this simulation, we embed a zone that is five times more important than the overall
coverage region. This kind of prioritization could occur in various scenarios in which intense
surveillance or monitoring of a zone is required due to highly important or highly sensitive
information, equipment, or facilities. This scenario calls for 75 sensors to be placed in the
entire region, and their locations provide balanced coverage of both the large overall region
and five times more dense sensor coverage in the higher-priority zones. Figure 5 shows the
result of iterating the weighted-area algorithm 100 times. The density of sensors in the
higher-priority zones is approximately five times that of the outer region. The assigned
coverage areas of the inner-zone sensors are therefore 1/5 of the area of the outer region
sensors. The performance metrics indicate a mean deviation of 0.007 and a utility score of
74.4 out of 75. This simulation shows that the algorithm is able to generate effective sensor
coverage in a scenario with a high-priority zone.

3.3. Simulation 3—Sensors with Different Capabilities
Sensors with greater capacity should be given more responsibility in terms of coverage
area. In this simulation of covering a region with 75 mobile sensors, we give 14 sensors six
times the capacity of the other 61 sensors. Therefore, the total sensor network capacity is
145 = 14× 6+ 61× 1. In the resulting coverage map shown in Figure 6 (found by iterating
the weighted-area algorithm starting from random sensor locations), the 14 high-capacity
sensors have larger areas of responsibility. In this case, the performance metrics of the
algorithm do not converge as quickly. The mean deviation is 0.319 and the utility score
is approximately 52 out of 75. This lower performance is due to the extreme variation in
sensor capacities; the use of the Voronoi partition is not completely compatible with this
large variation, since it assumes that the coverage capability of a sensor depends only on
the distance from the sensor.
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Figure 5. Sensor locations computed using the weighted area algorithm, with 75 sensors arrayed
in locations to produce equal weighted areas of responsibility based on the five times higher priority
for the outlined inner zone.

3.4. Simulation 4—Higher Priority and Sensors with
Different Capabilities

The fourth simulation combines both a higher priority region (from Simulation 2) and higher
capable sensors (from Simulation 3). We have 75 sensors (10 at six times the capability as
the others) and one zone with five times the importance of the outer region. The results
show a mean deviation of 0.279 and a utility score of 54.095 out of 75. We show the sensor
deployment in Figure 7 with the local links (sensor to its neighbors) of the sensor network
shown on the figure.

3.5. Simulation 5—Dynamics in the Battlespace
During sensor network operations many changes could affect the performance and coverage
of the sensor network. Sensors could fail, new sensors with different capabilities could be
employed, a high priority zone could revert to lower priority (or vice versa), and new priori-
ties could develop. In this simulation, we see all those things happen to the sensor network.
In particular, our simulation begins with 100 randomly positioned sensors (90 with standard
capacity c and 10 with four times the capacity 4c) that need to cover a nonconvex region
that contains three zones with varied and higher priorities. See Figure 8 (left) for the con-
verged sensor array covering this situation. After iterating the weighted-area algorithm, the
performance metrics show a mean deviation of 0.137 and a utility score of 86.4 out of 100.
In the next phase of the operation, the situation and the need for sensors change: (1) 30

sensors are added, four of which have a capacity four times the standard capacity (there are
now 116 sensors with standard capacity c and 14 with four times the capacity 4c); (2) a fourth
higher-priority zone is added; (3) one previous zone changes shape; and (4) another original
zone changes priority. The new sensor coverage array is shown in the right side of Figure 8.
None of these changes pose difficulty for this adaptive cooperative algorithm. The perfor-
mance metrics however indicate a mean deviation of 0.257 and a utility score of 96.6 out
of 130. The degraded metrics for both simulations shown in Figure 8 are because the region
is nonconvex and there are numerous sensors with varied capabilities.
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Figure 6. Sensor locations computed using the weighted area algorithm, with 75 sensors arrayed
in locations to produce equal weighted areas of responsibility based on the 14 sensors with six times
the capacity of the standard sensors.

Note. The 14 high-capacity sensors are easy to locate since their regions of responsibility are visibly much
larger than the standard sensors.

The Equidistribution Platform allows the user to specify arbitrary regions and priority
zones. Figure 9 shows the GUI for entering zones and priorities, as used in the setup of the
simulation in Figure 8.

3.6. Simulation 6—Practical Geometries, Priorities, and Capabilities
Real operations often involve more complexity than simple simulations allow. This final
simulation attempts to include some of the complexities of an operational situation. The

Figure 7. Deployment of 75 sensors with 10 sensors with six times the capacity of the standard
sensors and an outlined zone of five times the importance.

Note. The resulting sensor-neighbor network is shown on the deployment map.
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Figure 8. The left diagram shows the converged sensor array with 100 sensors (10 with higher
capability) with three higher-priority zones; after the situation changes, the right part of the figure
contains a sensor network of 130 sensors (14 with the four times higher capability) covering four
higher-priority zones, including one that has changed shape, another that has a changed priority,
and an entirely new high-priority zone.

outer region in this simulation is a map of the countries of Afghanistan, Tajikistan, and
Kyrgyzstan. With the intent to show how sensors could be deployed to monitor operational
situations such as traffic along the Northern Distribution Network (NDN) from Transit
Center Manas in Kyrgyzstan, through Tajikistan, and southward to the supply routes in
Afghanistan. That NDN zone is given a priority of six times the overall region and is outlined
in the left half of Figure 10. In that figure, we show the algorithm’s coverage of the three
countries and the NDN zone by 150 sensors. The mean deviation in the balance of coverage
is 0.42 and the utility score is 87 out of a possible 150. We then add three more priority
zones and 50 more standard sensors to the network. Two of the new zones are border

Figure 9. The interface of the Equidistribution Platform used to specify the region, zones, and
priorities.
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Figure 10. The left diagram shows 150 sensor locations and area coverage of the three countries
with a higher-priority NDN zone; the right shows 200 sensors covering an additional three priority
regions (border areas between the three countries with priority of four and the subregion along the
Afghanistan-Pakistan border with priority of seven).

Notes. The NDN zone is given a priority of six times the overall region and is outlined in the left diagram.

areas between the three countries given priority of four and the other zone is along the
Afghanistan-Pakistan border and is assigned a priority value of seven. This new sensor array
is shown in the right part of Figure 10. The mean deviation of the sensor areas for this
new network is 0.397 and the utility score is 120.7 out of 200. These sensors could be static
implanted sensors or mobile platforms and the sensors’ modes could be any mode, such as
radar, seismic, acoustical, optical, or chemical. The sensors could be employed in different
roles (early warning, detection, tracking, identification) and different modes as long as their
capabilities could be ranked and used in the deployment algorithm.

Figure 11. The left diagram shows sensor-locations for coverage of the three Central Asia countries
with five higher-priority zones by 1,000 sensors; the figure on the right shows 2,500 sensor-locations
covering these same areas.
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To demonstrate more realism and dynamics, we add another high priority area in this
simulation along the Afghanistan-Turkmenistan border at priority six and increase the num-
ber of sensors to 1,000 (shown on the left) and 2,500 (shown on the right) of Figure 11. We
also add 11 higher capability sensors, which are noticeable in the results of both simulations
for their larger coverage areas. For the 1,000 sensor simulation, the mean deviation is 0.359
and the utility score is 641 out of 1,000. For the 2,500 sensor simulation, the mean deviation
is 0.375 and the utility score is 1,563 out of 2,500. This simulation shows both the utility
and flexibility of the weighted-area algorithm with large numbers of sensors for efficient and
effective coverage of real geographical areas.

4. Conclusions
The equidistribution simulation results indicate that the locally autonomous weighted-area
algorithm is sufficient to achieve a good global balance in coverage areas assigned to the
deployment of heterogeneous sensors. We have demonstrated that cooperative algorithms
based upon this kind of geometric structure can be used for sensor deployment in dynamic
situations to include the assignment of additional sensors with different capabilities, the
inoperability of a sensor, new priorities and geometries in the coverage, and changes in
the area of coverage. The algorithm is highly distributed and requires little in the way
of computation or communication from any individual sensor. The balance of coverage,
flexibility, efficiency, and effectiveness of our deployment algorithms are encouraging and
could lead to better performance in many aspects of sensor networks.
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